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CHAPTER

ONE

INTRODUCTION

The Tropospheric Ozone Assessment Report (TOAR) activity of the International Global Atmospheric Chem-istry (IGAC) organisation (see https://igacproject.org/activities/TOAR) is collecting surface ozone measure-ments and related data from all over the world in a central database at Forschungszentrum Jülich, Germany.It currently runs in its second phase, TOAR-II 2020-2024, https://igacproject.org/activities/TOAR/TOAR-II(in our context denoted as TOAR V2,1). The purpose of collecting this data is to provide globally consistentmetrics for analyses of health, vegetation, and climate impacts from ozone air pollution. The database isexposed via a REST API and graphical web services which allow users to visualise data and compare themwith other data sets and model observations. We collect data from cooperating data centres, harmonise it,and check its quality before adding it to the TOAR database.
The TOAR database infrastructure aims to provide complete coverage of worldwide surface ozone andrelated measurements. This means that data from several dozen sources (government agencies, researchinstitutions, NGOs) are assembled together. Technically, we distinguish between individually contributeddata, which is submitted to us by email or via a shared folder (usually a small number of files) and harvesteddata, which we obtain from publicly accessible sources (web services, data downloads, or database dumpsmade available to us). In a few cases in TOAR-I we also received large contributions (e.g. ~1000 filesof Japanese ozone monitoring data). Such massive contributions are treated like harvested data in theworkflows described below.
This technical guide describes the processing steps applied to the incoming data for the TOAR database.Note that not every processing detail can be described here, because the harmonisation of themany differentdata sources naturally means that many individual decisions must be taken on a day by day basis. Whileother data centres often enforce relatively strict rules for data providers and only accept data which has beenprocessed according to their rules, it is a core objective of TOAR to collect data also from world regions withlow data coverage and limited data processing capabilities. This implies that, especially for individuallycontributed data, a lot of communication takes place between the data providers and the TOAR data centre.Responsible persons and data formats may change, metadata profiles can be altered over time, and oftenvery specific questions need to be sorted out with data providers before we can bring new data online.Nevertheless, we have tried to structure, organise and automate our data processing workflow as much aspossible, not least to fulfil high standards with respect to the data documentation and reproducibility.

1 TOAR phase I ran 2014-2019; in our context it is TOAR V1
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CHAPTER

TWO

TOAR DATA SOURCES

Table 2.1 summarise sources of the data in the TOAR database. Note that it describes the data sourceswhich provided surface ozone data to the first phase of the Tropospheric Ozone Assessment Report. Whilemost of these data are re-used in TOAR-II, there may be some changes because of data licensing issues(TOAR-II declared to make all data available under a CC-BY 4 license, but not all data providers havegranted permission to do so), or because the responsible agency for providing the data has changed. Wehope and expect that several new sources of data can be added to this compilation over the next 1-2 years.A major new data collection effort for TOAR-II will occur during the year 2022, and this document shall beupdated accordingly after completion2.
Table 2.1: Summary of data sources in the TOAR database. Thistable only contains datasets encompassing about 10 stations. TheTOAR database contains about 136 additional data sets which donot originate from one of the data providers listed below.

Data source No. of
stations

Variables Type of Submission Upload frequency

GlobalGAWWorld Data Cen-trefor Greenhouse Gases(WDCGG)3 ; GAWWorld Data Centre forReactive Gases(WDCRG)4

218 benzenech4coethanehumidityirradianceozonepresspropanerelhumrntemptoluenetotprecip

download individualfiles manual updateplanned for 2022

AfricaSouth African Network 24 ozone submitted individualfiles no updates
North America continues on next page

2 More detailed documentation on the processing of data from specific sources is available to administrators on an internal Wikipage (https://gitlab.jsc.fz-juelich.de/esde/toar-data/toar-db-data/-/wikis/home#toar-database-new-version; internal use only).
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Table 2.1 – continued from previous page
Data source No. of

stations
Variables Type of Submission Upload frequency

Government ofCanada’s
CaPMon -Air quality
monitoring networksand
data5

19 ozone download no update loaded

U.S. Environmental
Protection Agency(EPA),
Clean Air Status and
Trends Network
(CASTNET)6

117 ozone download unregularly, on re-quest

U.S. Environmental
Protection Agency(EPA),
Air Quality Data
(AQS)7

2963 u
v
humidity
irradiance
press
totprecip
temp
ozone

download ofdatabase dumps manual update, lasttime in Q2/2022

Environment andClimate
Change Canada,National
Air Pollution
Surveillance (NAPS)
program8

373 ozone download ofdatabase dumps manual update nextplanned for 2022

South America continues on next page
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Table 2.1 – continued from previous page
Data source No. of

stations
Variables Type of Submission Upload frequency

Colombia air qualitynetwork 16 co
irradiance
no
no2
ozone
pm10
press
relhum
temp
totprecip
wdir
wspeed

submitted irregularly

Asia

Acid Deposition
Network in Monitoring
East Asia
(EANET)9

16 humidity
irradiance
ozone
press
temp
totprecip
u
v

download individualfiles manual update, nextplanned for 2022

Israeli air quality
network (ISRAQN)

12 ozone submitted individualfiles no updates

South Korean National
Institute Of
EnvironmentalResearch
(NIER)10

316 ozone submitted individualfiles no updates

National Institute for
Environmental Studies
Japan(NIES)11

1391 ozone
ox

download individualfiles manual update nextplanned for 2022

continues on next page
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Table 2.1 – continued from previous page
Data source No. of

stations
Variables Type of Submission Upload frequency

OpenAQ12 12078 co
no2
ozone
so2
bc

download daily

Teheran air quality net-work13 20 ozone submitted individualfiles no updates
AustraliaAustralian air qualitynetwork 56 ozone contributed inbatches via email no updates
Europe

EuropeanEnvironment
Agency’s Airbase14

6459 co
humidity
irradiance
no
no2
nox
ozone
press
temp
totprecip
u
v

download of dabasedumps manual update nextplanned for 2022

European Monitoringand
EvaluationProgramme
(EMEP)15

196 irradiance
ozone
press
relhum
temp
wdir
wspeed

web harvesting manual update nextplanned for 2022

continues on next page
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Table 2.1 – continued from previous page
Data source No. of

stations
Variables Type of Submission Upload frequency

German Environment
Agency’s Air Data
(UBA)16

1004 benzene
co
no
no2
ozone
pm10
pm2p5
press
relhum
so2
temp
toluene
wdir
wspeed

receipt of databasedumps (validateddata) and automatedNRT harvesting

annual update (next2022/Q3) of validateddata

Institute ofGeosciences
Dept. Meteorology,
University of Bonn,
Germany (MIUB)(covers
all European stationsas
of 2016)

number oftime series:63369 cloudcover
pblheight
humidity
press
relhum
temp
totprecip
u
v

submitted csv datafiles; special pro-cessing not furtherdescribed here

no updates

3 https://gaw.kishou.go.jp/4 https://www.gaw-wdcrg.org/5 https://www.canada.ca/en/environment-climate-change/services/air-pollution/monitoring-networks-data/canadian-air-precipitation.html6 https://java.epa.gov/castnet/reportPage.do7 https://www.epa.gov/outdoor-air-quality-data8 https://www.canada.ca/en/environment-climate-change/services/air-pollution/monitoring-networks-data/national-air-pollution-program.html9 https://www.eanet.asia/10 https://www.nier.go.kr/eng/11 https://www.nies.go.jp/igreen/12 https://openaq.org/13 http://airnow.tehran.ir/home/DataArchive.aspx14 https://www.eea.europa.eu/data-and-maps/data/aqereporting-215 http://ebas.nilu.no/DataSets.aspx16 https://www.umweltbundesamt.de/en/data/air/air-data
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CHAPTER

THREE

THE TOAR DATA PROCESSING WORKFLOW

In general, our workflow for data ingestion consists of three major parts (Fig. 3.1). The three building blocksare described in more detail in the following sub sections. The principal task of the data ingestion workflowis to convert raw data from different formats into harmonised data, load the data into the TOAR database,and publish the new data. The details of the different processing steps depend on the nature and format ofthe incoming data, especially during the manual pre-processing steps. The overall objective of this first stepis to eliminate any formatting and other errors from the raw data, which would cause the main automatedprocessing chain to fail, and to configure the subsequent automated processing steps. The goal of theautomated processing is to store the new data in the database so that it can be reviewed and published.The actual data review (for individually submitted data only) is part of the semi-automated post-processing,which also includes publication of the data and an announcement in the TOAR data portal news.

Fig. 3.1: General structure of the TOAR data processing workflow
The basic data model of the TOAR database is the time series, which contains the recorded values of anatmospheric variable from one specific stationary location (a measurement station) during a certain timeperiod. Each data record consists of a time series id, a timestamp, the measured, or in some cases sim-ulated, data value, a data quality flag and a version tag (see Time Series Versioning). Data records arebound together via the time series id, which unambiguously identifies one specific variable record at onegeographical location. Note that it is possible to have more than one time series of the same variable atone station, for example if two different measurement techniques were used, if one of the records stemsfrom a numerical simulation, if the same measurements were contributed through different monitoring net-works18, or if different filtering or interpolation algorithms have been applied to a time series, for exampleto eliminate polluted conditions at a clean air site. To identify time series and stations unambiguously, theTOAR database holds extensive metadata on the time series and the stations. The general procedure forimporting external data is to map these fundamental parameters to the existing data in the TOAR databaseby applying several consistency checks and heuristic algorithms as described below.
18 one should hope in this case, that all records would be identical, but this is unfortunately not the case in practice. See discussionin Schultz et al., 2017, Tropospheric Ozone Assessment Report: Database and Metrics Data of Global Surface Ozone Observations,Elementa Sci. Anthrop., https://doi.org/10.1525/elementa.244
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The individual data processing scripts can be found at https://gitlab.jsc.fz-juelich.de/esde/toar-data/toar-db-data/-/tree/master/toar_v1/database_import/recently_used/INDIVIDUAL/scripts.

3.1 Manual Pre-Processing

Step 1: Archive Raw Data Files

Before anything is done with the data received or downloaded, a backup copy of the data is made. Additionalbackup copies to a tape archive are made regularly as described in Data Locations and Backup Facilities.
Step 2: Select Target Database

Depending on the type of data and the data provider (small number of individual data submissions versusdatabase dumps or web-harvested data) the database for storing data is different – either data is storedtemporarily in a staging database for review by the data provider or it is directly added to the TOAR database.
Step 3: Manual Pre-Screening

A quick visual inspection of the data files is made to ensure that the data formats and metadata content arecompatible with the automated processing chain. Typically, the inspection includes aspects such as:
Test 3.1 Is the file in ASCII format (not zip, netCDF, image, etc.)?
Test 3.2 Does the file contain numbers roughly corresponding to expected values?
Test 3.3 Does the file contain date and time information in a legible format?
Test 3.4 Does the file contain the mandatory keywords (or is there a separate stations file withmetadata on the measurement locations)?
Test 3.5 Is the naming of the file consistent with the TOAR file naming convention?

Depending on the nature of possible errors and the data provider, small corrections to the data formatsor spelling of metadata will be made, or the data are sent back to the provider with a request to applythe necessary corrections. In case of changes in database dumps retrieved from the larger environmentalagencies, the TOAR processing scripts or configuration files may need to be adapted before processing thedata. This manual inspection step is skipped for near realtime data harvesting.
Step 4: Configure Workflow

Some data providers use different names or spelling for the variable names (example: “ozone” is reported asvariable “8” in EEA Airbase database dumps). It is therefore necessary to configure the automated workflowand provide a mapping from the variable names contained in the data to the standard names (controlledvocabulary) used in the TOAR database. In many cases this mapping is a trivial identity relation, i.e. thevariable name is used without any change.
In this step we also gather all necessary information from the data file to identify the station and time seriesto which the data belong (see Step 8 and Step 11 below).

10 Chapter 3. The TOAR Data Processing Workflow
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3.2 Automated Data Preparation

The main part of the data processing workflow is fully automated and summarised in Fig. 5.2 below. In caseof errors, the workflow is aborted. Where possible, manual fixes are then applied to the pre-screened data(see Step 3 above) and the automated workflow is started again. In case of severe errors or ambiguitieswe will contact the data provider and try to identify solutions for the detected problems. These solutionsmay sometimes also include changes to our processing code, for example to accommodate new metadataelements or format changes in the data. If the automated workflow runs without errors, the end resultwill always consist of new entries in the target database identified in Step 2 above. The workflow has beendesigned with several data quality tests, format tests and plausibility tests to avoid polluting the actual TOARdatabase with implausible or wrong data. Once, data are published in the TOAR database, changes willalways be logged and the data will be versioned. This does not apply to the staging database, where datacan be overwritten, for example if a data provider re-submits a dataset after inspection of the first processedresults.
Step 5: Identify Variable

The variable name supplied with the data or through the configuration record (see Step 4 above) is used toidentify the variable in the TOAR database and a FastAPI query:
db.query(variables_models.Variable).filter(variables_models.Variable.name == variable_
→˓name).first()

is issued to find out if the variable is already contained in the database. Due to the prior harmonisation (Step
4 above), it is ensured that the mapping to actual variable records in the TOAR database is unambiguous.
Step 6: Decision on Further Processing

If the variable that is named in the data file or configuration record is found, processing continues with Step
8. Data records of variables that are not included in the TOAR database are ignored (see Step 7).
Step 7: Dismiss Record

If data files contain variables that are not part of the TOAR data curation efforts, these data files, rowsor columns will be ignored. Where unknown variables are detected in individually submitted data files,a warning message will be displayed. During the processing of large-volume database dumps, unknownvariables are silently ignored.
Step 8: Read Input Record

Depending on the data format, different data readers are invoked which govern the details of the subsequentprocessing steps inasmuch as loop order or other factors may vary. Often the data reader will consist of a
simple pandas.read_csv() call (Python library), but in other cases, the data reader may involve an entirenew workflow (e.g. OpenAQ data ingestion).
Step 9: Check Metadata and Harmonise it

If metadata such as station and time series information is provided within the data file (see TOAR standardformat in TOARDatabase) then eachmetadata key is cross-checked with the TOAR standardmetadata keys(controlled vocabulary) and in case of obvious errors, corrections will be applied (for example spelling errorssuch as “lngitude”). Where metadata values are also controlled (see document on controlled metadata17),the correctness of the value and consistency of spelling is also checked. Unresolvable differences arereported back to the data provider and the workflow is aborted.
In the case of processing database dumps, metadata are often provided in separate tables and/or pastedtogether from various sources. Here, the script controls that all necessary metadata are provided for thesubsequent processing.
17 https://esde.pages.jsc.fz-juelich.de/toar-data/toardb_fastapi/docs/toardb_fastapi.html#controlled-vocabulary
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In this processing step all metadata required for identifying or creating a station record or a time series recordis collected. Subsequent tests that rely on such information (Step 10 and Step 14) make use of the metadatacollected here. Only in case that new station records must be created there will be further metadata addedto the processing, namely from the TOAR geolocation service (see description of Step 12).
From individually contributed data files unknown but valid metadata key value pairs are collected and storedas “additional metadata”. In most cases, such additional metadata includes additional descriptions of themeasurement (or, more generally, data generation method) and shall therefore be retained in the time seriesmodel of the database (see databasemodel description in TOARDatabase). However, it is also possible thatdata providers include additional information about the measurement sites in their files. Therefore, if suchadditional metadata is found, the workflow is aborted and re-run with a new configuration, which describeshow the additional metadata shall be processed.
Step 10: Identify Station

In order to ensure that data belonging to one measurement series are recorded as one time series at onestation (and, conversely, data obtained at physically different locations are linked to different stations) thefollowing set of rules has been implemented to decide if a new data record with station metadata informationbelongs to a station that is already recorded in the TOAR database. This seemingly easy problem is actuallyquite complicated in practice, because different monitoring networks may report station coordinates withdifferent accuracy and sometimes the reported station coordinates are even wrong. Furthermore, there isno universal system of station identifiers established and in some cases, station identifiers are not evenreported.
Rule 10.1 check the combination of role: resource_provider (organisation) and station

code

(db.query(models.Timeseries).filter(models.Timeseries.station_id ==␣
→˓station_id).filter(models.Timeseries.variable_id == variable_id);
role_num = get_value_from_str(toardb.toardb.RC_vocabulary,'ResourceProvider
→˓');
(contact.organisation.name == resource_provider) and (role_num == role.
→˓role))

If a station with the same identifier and provider is found in the database, we can be very sure that thenew data records belong to the same station. As an additional check, we then control whether the stationcoordinates from the new record are within 10 m of those stored in the database, and the database operatoris informed about potential discrepancies.
Rule 10.2 if rule 10.1 did not lead to the identification of an existing station, the station coordi-nates are used as proxy for a station identifier. Based on a series of queries of the TOAR-1database, where extensive work had been conducted to manually control station coordi-nates, we identified a threshold distance value of 10 m as most suitable criterion to decideif new data records should belong to an existing station or

not (select * from stationmeta_core where ST_DistanceSphere(stationmeta_
→˓core.coordinates, ST_GeomFromText('POINT(lon lat)',4326)) < 10;)

Step 11: Decision on Station

In the vast majority of cases, the application of rules 10.1 to 10.2 will lead to either one or no station identifierreturned from the TOAR database. In the event that two or more station identifiers are returned, the dataingestion process will be aborted and the input data will be manually augmented to reach an unambiguousdecision after consultation of further documentation and/or with the data provider. If no station id is foundin the TOAR database, a new station entry will be created and filled with the metadata provided in the datarecord as well as additional metadata from our geospatial services (see Step 12 and Step 13 below). Theid from this new record is then used for further processing of the data.

12 Chapter 3. The TOAR Data Processing Workflow

../../../TOAR_UG_Vol03_Database/build/html/metadata-reference.html#metadata-reference


TOAR Data Processing -- Technical Guide, Release 2.0.0

Note that station coordinate tests only concern the latitude and longitude coordinates. There are situationswhere several independent measurements are taken at different heights at the same location (e.g. towermeasurements). These will be added as individual time series at the same station (see Step 15 below).
Step 12: Collect Station Metadata from Global Earth Observation Data

A unique feature of the TOAR database is the rich metadata stored with each station, which is derivedfrom various Earth Observation (EO) datasets and Open Street Map (for details, see Station Characteri-sation Through Geospatial Data). These metadata fields allow for globally consistent station classificationschemes19 and can be used in machine learning applications (e.g.20 ).
All of this additional metadata can be obtained via Geo Peas, a special geolocation service (documenta-tion in gitlab https://gitlab.jsc.fz-juelich.de/esde/toar-data/geolocationservices). The data ingestion work-flow contains a list of template queries which are sent to the geolocation service for each new stationthat shall be added to the TOAR database. The metadata elements are described in Station Location andat https://esde.pages.jsc.fz-juelich.de/toar-data/toardb_fastapi/docs/toardb_fastapi.html#stationmetaglobal. The geolocation service URLs that are invoked for each new station can be seen at https://esde.pages.jsc.fz-juelich.de/toar-data/toardb_fastapi/docs/toardb_fastapi.html#geolocation-urls.
Step 13: Create New Station

If a new data record has metadata information that suggests the data are coming from a station which is notyet included in the TOAR database (see Step 10 above), a new station id is generated and a new stationrecord is created in the database. The metadata for stations is described at https://esde.pages.jsc.fz-juelich.de/toar-data/toardb_fastapi/docs/toardb_fastapi.html#stationmeta.
At a minimum, the new station record must contain the mandatory fields (see TOAR Data Submission). Ifthe metadata is insufficient to populate these fields, the data insertion process is aborted and the databaseoperator is notified. Depending on the data source and the nature of the metadata error, different actionswill be triggered from such notifications, i.e. either a communication thread with the data provider will beinitiated, or we will investigate other measures to correct and/or complete the metadata information, suchas document search, map inspections, etc.
If it is not possible to define a station with all necessary metadata, the data from this location will not appearin the TOAR database. Otherwise, the data insertion will be repeated for these data once the metadata hasbeen completed.
Note that TOAR database users can comment on station metadata and suggest corrections or improve-ments. Ensuing metadata changes will be logged so that the history of station metadata can be followedfrom the user interface.
Step 14: Identify Time Series

In an ideal world, the information about the measurement location and the measured variable would sufficeto uniquely identify a TOAR database time series and thus find out whether such a time series already existsin the database, or whether it has to be created as part of the data ingestion procedure. In reality, there arevarious confounding factors and therefore additional information is needed, before a time series can beunambiguously identified. The TOAR data ingestion procedure uses the following criteria:
Criterion 14.1 station_id (see Step 10 to Step 12)

Explanation: the station id unambiguously defines a specific geographic location and en-sures that all location-related metadata are available.
Criterion 14.2 variable_id (see Step 4)

19 Schultz et al., 2017, Tropospheric Ozone Assessment Report: Database and Metrics Data of Global Surface Ozone Observations,Elementa Sci. Anthrop., https://doi.org/10.1525/elementa.24420 Betancourt et al., 2021, AQ-Bench: A Benchmark Dataset for Machine Learning on Global Air Quality Metrics, Earth Syst. Sci.Data, 13, 3013–3033, 2021, https://doi.org/10.5194/essd-13-3013-2021
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Explanation: the variable_id ensures that only data of known physical quantities are storedin the database and a description of these quantities is available.
Criterion 14.3 roles

Explanation: if roles contains resource provider it has to be checked which organisation it is.Due to the reporting procedures for air quality data, the same original data records can beavailable from different providers (and they are not always identically stored). It is thereforeimportant to differentiate between providers when assigning data to a specific time seriesin the TOAR database.
Criterion 14.4 sampling_frequency

Explanation: sampling_frequency (see Sampling Frequency and Aggregation)
Criterion 14.5 version

Explanation: some datasets come with a version number issued by the provider. The TOARdatabase will typically feature the most recent version as the most relevant dataset, and itimplements a thorough versioning scheme on the level of individual data samples. Nev-ertheless, if a version number is provided with the data records, it will be used to unam-bigiuously identify a time series. If no version number is provided we set the version toNA.
Criterion 14.6 data_origin (measurement or model)

Explanation: data_origin is either “measurement” or “model”
Criterion 14.7 data_origin_type (measurement method or model experiment identifier, e.g.COSMOS-REA6, COSMO-EPS, ECMWF-ERA5, etc.)

Explanation: this allows distinction betweenmeasurements with different techniques or datafrom different models or different model experiments
Criterion 14.8 sampling_height

Explanation: certain stations provide measurements at different altitudes (e.g. tower sitesin the U.S.). As we define “measurement location” strictly by the latitude and longitudecoordinates, a distinction between different altitudesmust be possible. This is accomplishedby using the sampling height as criterion. If no sampling height is provided, we implicitlyassume a sampling height of 2 m above ground.
Criterion 14.9 data filtering procedures or other special dataset identifiers

Explanation: in some cases, for example at clean air sites, data filtering procedures areapplied by the data providers on the sub-hourly time series to remove, for example, localpollution influences. These filters are named (for example “clean”), and this filter name isused as criterion. If no filter name is given, a blank string is used, which implicitly has themeaning “all data”.
Note: we are aware that there may occasionally be different instruments of the same type measuring atone location. Some providers would wish to interpret this as one time series, others as two distinct timeseries. For practical reasons it is currently impossible to curate such information (if available at all). Whereavailable, information about specific instruments is captured in additional metadata, but its interpretation isup to the user.
Step 15: Decision on Time Series

If a time series record matching all criteria outlined above is found, processing will continue with insertion ofdata values into this time series (Step 17). Otherwise a new time series will be created (Step 16).

14 Chapter 3. The TOAR Data Processing Workflow
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Step 16: Create New Time Series

If a new data record has metadata information that suggests the data are coming from a time series whichis not yet included in the TOAR database (see Step 14 above), a new time series id and record are createdin the database. The metadata for this record is described at https://esde.pages.jsc.fz-juelich.de/toar-data/toardb_fastapi/docs/toardb_fastapi.html#timeseries.
Step 17: Prepare Time Series Data

Depending on the data source, the data records to be inserted can be formatted as a time series (one time-stamp per row), database dumps (one time-stamp per row, multiple variables and stations in one file), or asJSON records (one JSON dict per value denoting one time stamp of one variable at one station). Beforethe data values of a time series are added to the database, the data are reformatted so that they can beinserted directly with the SQL COPY command. This is much faster than INSERT.
The intermediary format for data insertion is: timestamp, value, flag, timeseries_id, version label

At this ingestion stage, the flag is either the flag submitted by the data provider or a default flag (indicatingthat the data is expected to be correct).
For a description of the version label, see Time Series Versioning.
Step 18: Automated Quality Control

If possible (time series contains enough time steps) an automated quality check will be performed on thedata and the data flags will be modified. Some automated quality control tests are applied to ensure thattime stamps and data values are reasonable. If less than 10% of the newly inserted data are flaggedas questionable or erroneous in these tests, the new data are considered valid and are either published(harvested data and processing of database dumps) or made available to the data provider for review. Ifmore than 10% of the new data records are flagged and the workflow is aborted. The workflow can be re-runafter manual inspection and fixing of the problem.
Step 19: Store Time Series Records in Target Database

As final step in the general TOAR data ingestion workflow, the processed data records are inserted intothe target database, i.e. either the staging database (for individually submitted data files) or directly theoperational TOAR database (large file collections, database dumps and near realtime data). The databasecontains protection against overwriting of existing timestamps. If existing timestamps must be replaced, thenew data records must be stored under a new version number.

3.3 Semi-automated Post Processing

Bulk uploads from large file collections, database dumps or web services (including near realtime data) donot undergo any further post-processing once they have been inserted into the TOAR database. It is plannedto develop some additional data quality and metadata consistency control software, so this may change inthe future.
For individual data submissions, additional semi-automated post-processing needs to happen in order toapprove of the uploaded data series and transfer the data from the staging database to the final TOARdatabase. Optionally, data providers are also asked if they wish to have their data published as B2SHARErecord including a DOI.
Step 20: Data Review by Provider

The data review by providers is initiated through the automated generation of an email containing a summaryreport of the pre-processing and a standardised quality control plot. The email can be edited and must besent by a human operator.
In this email we also ask if the data provider wishes to have the data published on B2SHARE.

3.3. Semi-automated Post Processing 15
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The generated email to provider includes:
• A copy of the processed data file (or a link to file in a cloud)
• The results from toarqc and some more basic statistics as summary plots and yearly plots
• A request to double-check the evaluation and testing results and confirm that data appear in databaseas they should
• An offer to publish the dataset as part of an existing or new collection in B2SHARE (with DOI); thereshould be one collection per station. Once a collection is established, files can be added but must notbe changed – this is where the version number comes into play.

The offer can be accepted by reply to email with sentence “Please publish my data”.
Step 21: Decision on Further Processing

Depending on the response by the data provider, the following options exist how the workflow may continue:
Option 21.1 The data provider approves of the data. Processing continues with Step 22.
Option 21.2 The data provider requests specific corrections to the data or metadata. The cor-rections will be applied on the pre-screened data files and the workflow will be repeated. Anew email will be sent to the provider to ask for confirmation of the changes and approvalof the data.
Option 21.3 The data provider disapproves of the data. The workflow is abandoned and thedata is deleted from the staging database. The raw data and pre-screened data files willbe kept (unless deletion is specifically requested by the data provider) in order to keepinformation for potential re-processing in case the data are re-submitted at a later stage.
Option 21.4 The data provider does not react to our email. In this case we first try to reachsomeone else from the same institution. If this also remains unsuccessful, the TOAR datateam will decide on a case by case basis how to proceed.

Step 22: Transfer to TOAR Database and Publication

Data that has been approved by the data provider is transferred from the staging database to the final TOARdatabase. Through this step, the data is automatically made available under a CC-BY 4.0 license for re-usevia the TOAR REST API (see https://toar-data.fz-juelich.de/api/v2).
Step 23: Transfer to TOAR Database and Publication

If the provider has opted for a B2SHARE data publication, then a csv formatted copy of the time series in-cluding all metadata is automatically extracted and uploaded to B2SHARE (community TOAR). B2SHAREpublications always include a DOI. The metadata for the B2SHARE data publication is automatically gener-ated from the information stored in the TOAR database. Before publication on B2SHARE the record will beevaluated by a human operator.
In case the data to be published extends an already published time series a new version is added to thattime series DOI (replacement of data file). Does the data constitute a new time series it gets a new DOI. Incase this time series belongs to a not yet published station a station record will be generated and publishedresulting in a new station DOI. The DOI of a new time series is added to the station DOI it belongs to andvice versa.
Step 24: Archive Data Processing Log

All information that has been collected during the (semi) automated data processing (Step 5 onwards) arecollected in a file and stored together with raw and processed data in a file system. At certain events (e.g.new data added) these get compressed and archived.
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CHAPTER

FOUR

TOAR DATA PUBLICATIONS

The data which has been sent to TOAR by individual organisations and has been processed as de-scribed above can be published via the TOAR publication service. The preparation of the data to bepublished is done by the TOAR data team. Technically the data publication is done with EUDAT’sB2SHARE service (https://b2share.fz-juelich.de/communities/TOAR). The TOAR data publication serviceprepares the metadata required by B2SHARE for the data set to be published. All TOAR data publica-tions are released as open data under the Creative Commons - By Attribution (CC-BY 4.0) license (seehttps://creativecommons.org/licenses/by/4.0/).
As part of the data curation and ingestion workflow, we implemented tools which allow for automatic genera-tion of a B2SHARE metadata record and the data upload. This will generate citable data publications, whichcan be used by the data providers or other users to unambiguously refer to individual data submissions orcollections of measurements at individual observing sites.
There are two types of collections which can be published in this process, the “Single Station Collection”and the “Single Station Series”:

Single Station Collection The publication contains a set of data files with multiplemeasured variables at one specific station during the time period the stationwas in operation. An example is available at https://b2share.fz-juelich.de/records/f4e3583024e84467aa7c2d24d5f4861d
Single Station Series The publication contains a set of data files containing a time series withone measured variable at one specific station during a given time period. It is part of aSingle Station Collection. An example is available at https://b2share.fz-juelich.de/records/d5ae0c08311e4b51965fcb7a7a922850

TOAR data publications consist of rich metadata, which are a combination of generic B2SHARE meta-data and TOAR-specific enhancements. For an up-to-date listing of the metadata refer to https://b2share.fz-juelich.de/communities/TOAR. The metadata of station time series data files attached to TOAR datapublications are described in TOAR Data Submission Format.
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CHAPTER

FIVE

TOAR NEAR REALTIME DATA PROCESSING

Currently we collect near real-time data from two data providers: UBA (German Environment Agency21 )and OpenAQ (open air quality data22). The corresponding data harvesting procedures are described below.

5.1 UBA Data Harvesting

Since 2001, the German Umweltbundesamt - UBA? - provides preliminary data from a growing number(currently 1004) of German surface stations. Basis for the data exchange is the manual „Luftqualitätsdaten-und Informationsaustausch in Deutschland“, Version V 5, April 2019 (in German).
At least ozone, SO2, PM10, PM2.5, NO2 and CO data for the current day are updated daily and providedcontinuously hourly up to a maximum of four previous days. Data is fetched from the UBA service 4 timesper day (8 am,12 pm, 18 pm, and 22 pm (local time)).
The software for processing the data from UBA is available at https://gitlab.version.fz-juelich.de/esde/toar-data/toar-db-data/-/tree/master/toar_v2/harvesting/UBA_NRT. Data (StationparameterMeta.csv,
StationMeta.csv, uba_%s.csv (%s denotes a date)) are harvested 4-times daily from http://www.luftdaten.umweltbundesamt.de/files/ (secured with access credentials).
21 https://www.umweltbundesamt.de/en22 https://www.openaq.org
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Fig. 5.1: Snapshot from 2020-09-05 17:00 CEST

Table 5.1: Mapping of data from daily files imported to the TOARdatabase variables
name of component in original file name of component in TOAR databaseSchwefeldioxid so2Ozon o3Stickstoffdioxid no2Stickstoffmonoxid noKohlenmonoxid coTemperatur tempWindgeschwindigkeit wspeedWindrichtung wdirPM10 pm10PM2_5 pm2p5Relative Feuchte relhumBenzol benzeneEthan ethaneMethan ch4Propan propaneToluol tolueneo-Xylol oxylenemp-Xylol mpxyleneLuftdruck press
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Table 5.2: Mapping of station_type
term of station_type in original file term of station_type in TOAR databaseHintergrund backgroundIndustrie industrialVerkehr traffic

Table 5.3: Mapping of station_type_of_area
term of station_type_of_area in original file term of station_type_of_area in TOAR databaseländlich abgelegen ruralländliches Gebiet ruralländlich regional ruralländlich stadtnah ruralstädtisches Gebiet urbanvorstädtisches Gebiet suburban

Table 5.4: Mapping of units and unit conversions
component original unit unit in TOAR DB unit conversion while ingestingco mg m-3 ppb 858.95no ug m-3 ppb 0.80182no2 ug m-3 ppb 0.52297o3 ug m-3 ppb 0.50124so2 ug m-3 ppb 0.37555benzene ug m-3 ppb 0.30802ethane ug m-3 ppb 0.77698ch4 ug m-3 ppb 1.49973propane ug m-3 ppb 0.52982toluene ug m-3 ppb 0.26113oxylene ug m-3 ppb 0.22662mpxylene ug m-3 ppb 0.22662pm1 ug m-3 ug m-3pm10 ug m-3 ug m-3pm2p5 ug m-3 ug m-3press hPa hPatemp degree celsius degree celsiuswdir degree degreewspeed m s-1 m s-1relhum % %

Validated data from the previous year is available at May 31st latest. This data is requested by email andthen processed from the database dumps we receive. The validated data will supersede the preliminarynear realtime data. The realtime data remains in the database but is hidden from the standard user accessprocedures via the data quality flag settings.

5.1. UBA Data Harvesting 21
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5.2 OpenAQ

OpenAQPage 19, 22 is collecting data in 93 different countries from real-time government and research gradesources. Starting on 26th November 2016, OpenAQ has already gathered more than one billion records,which has 306 Gigabyte in total size and covers the air quality relevant variables BC, CO, NO2, O3, PM10,PM2.5 and SO2.

5.2.1 Data Provision

OpenAQ provides real-time meteorological data on Amazon Web Service23 in daily directories. Data filescomposed of records of meteorological measurement values are put into the directory of the current day atirregular intervals. The directories with their data files are stored on Amazon Web Service permanently.
Each data file contains up to hundreds of thousands of records. Records are JSON24 objects in the samestructure throughout the entire life cycle. The task of our real-time data harvesting procedure is to go throughthese records and save them into the TOAR database according to TOAR database scheme in about realtime.
A key element for processing the OpenAQ data is a separate intermediate database, to help processing thedata. Only after the data is ready to be stored in the TOAR database it will be uploaded.
The realised real-time data harvesting procedure consists of four steps, the first two download the data andstore it in the intermediate database while the last two parse the fields and map them to the TOAR databasescheme.
The first two steps (workflow1) are responsible for the action between AmazonWebService and intermediatedatabase, and the other two steps (workflow2) for the action between intermediate database and TOARdatabase.
Technically the open source software Apache Airflow is used for workflow automation, so that workflows aretriggered in regular interval within a day.

Fig. 5.2: Overview of Processing Steps
23 https://openaq-fetches.s3.amazonaws.com/index.html24 https://www.json.org
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5.2.2 The Intermediate Database

The reason for introducing an intermediate database is to make data parsing and mapping easier and to en-able pre-evaluation, statistics, and visualisation. Thereby we flatten the long lists of tree-structured recordsinto a two-dimensional table.

5.2.3 The Harvesting Workflow

• Workflow 1
We use python and the boto325 python module for querying Amazon Web Service (AWS).
First the newly created26 sub directories on AWS have to be identified and retrieved which will then beinserted into the sub directory table and the data file table of the intermediate database.
With that the current status of the intermediate database has been synchronised with the one of AWSand all unprocessed records are prepared in the intermediate database for importing into the TOARdatabase.

• Workflow 2
The second workflow identifies the station and the timeseries in the TOAR database a new recordbelongs to in the way described in Steps 10 to 17 in Section 3.2.
With the id of the identified time series, the value of the record will finally be inserted into the data tablein TOAR database. In the end a record from the intermediate database is matched and saved intoTOAR database (Fig. 5.3).

Fig. 5.3: Simplified model of mapping records from intermediate database (left) into TOAR database (right)
25 https://www.github.com/boto/boto326 Compared to the directories retrieved in the last run
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5.2.4 Workflow Automation with Apache Airflow

The data harvesting process described in the last subsection can be executed in one batch or divided intotwo isolated workflows. In both cases it is desired to be scheduled, executed and monitored automatically.To this end we use the Apache Airflow workflow management software27 installed on the same server asthe intermediate database. Apache Airflow is registered as a system service, so that it will be started auto-matically on system boot. We define two separate workflows in Apache Airflow as depicted in Fig. 5.2. Bothworkflows are scheduled hourly. On the web interface of Apache Airflow, we can monitor and manipulatethe workflows with ease.

27 https://airflow.apache.org
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